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Visual Instruction Tuning
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Instruction Tuning

LLMs trained without supervision are not user-aligned, i.e. are not
capable to follow the natural language instructions.

Prompt Explain the moon landing to a 6 year old in a few sentences.

GPT-3 Explain the theory of gravity to a 6 year old.
Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.
Explain evolution ot a 6 year old.

⇓

Finetune LLMs with collection of a {instruction, output} pairs.

⇓

Improve zero and few shot generalization!
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Motivation

Why not expand the instruction tuning to Large Multimodal Models?
⇓

Use visual instruction tuning!
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GPT-assisted Visual Instruction Data Generation

Given an image Xv and its corresponding caption Xc, natural way
to create a visual instruction data is to create a set of questions Xq

that asks to describe the given image.

Ex. Xq generated by GPT-4

Brief Describe the image concisely.
Provide a brief description of the given image.

Detailed Describe the following image in detail.
Provide a detailed description of the given image.

This approach is cheap but lacks diversity and in-depth reasoning.
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GPT-assisted Visual Instruction Data Generation

To mitigate the previous issue, the authors use GPT-4 (which only
takes text as input) as a strong teacher. First authors create two
types of context, or symbolic representation of images to encode
visual as an LLM-recognizable sequence. Then using context and
few human designed examples, authors prompt GPT-4 to create 3
types of instruction-following data through in-context learning.

1. Context: symbolic representation of image
▶ Captions
▶ Bounding boxes

2. Instruction-following data
▶ Conversation
▶ Detailed description
▶ Complex reasoning
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GPT-assisted Visual Instruction Data Generation

Figure 1: Example of instruction-following data
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Architecture

Figure 2: LLaVA network architecture

▶ Language model fϕ: Vicuna

▶ Vision encoder g: CLIP ViT-L/14

▶ Projection W : linear layer
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Training

Given an image Xv, generate multi-turn conversation data(
X1

q ,X
1
a, · · · ,XT

q ,X
T
a

)
, create a sequence of instructions Xt

instruct

as

Xt
instruct =

{
Randomly choose [X1

q ,Xv] or [Xv,X
1
q ] t = 1

Xt
q t > 1

and train the model with

p(Xa |Xv,Xinstruct) =

T∏
i=1

pθ (xi |Xv, Xinstruct,<i,Xa,<i) (1)
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Training

Stage 1 Pretraing for feature alignment. Freeze both visual encoder
and LLM weights, and train just W .

Stage 2 Fine-tuning end-to-end. Freeze only visual encoder weights
and update both W and ϕ.
▶ Multimodal Chatbot
▶ Science QA
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Multimodal Chatbot

Figure 3: Multimodal chatbot example
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LLaVA-Bench

1. Create {image, textual description, question} triplet

2. Feed {image, question} to multimodal model

3. Feed {textual description, question} to GPT-4

4. Feed textual description and response to a judge GPT-4 and
ask to evaluate the score from 1 to 10 with a comprehensive
explanation of such evaluation

5. Report the relative score w.r.t to text-only GPT-4
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LLaVA-Bench

Figure 4: LLaVA-Bench (In-the-Wild)
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Demo

LLaVA Demo

https://llava.hliu.cc/
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Thank You

Q & A


