Tree of Thoughts: Deliberate Problem Solving
with Large Language Models



Overview
1. Input-Output (10) Prompting: y ~ pi° (y|z)
2. Chain-of-Thought(CoT) Prompting: introduce a chain of
thought 21, - -, 2z, where each thought z; is sequentially

sampled z; ~ pg°T(y]a:, 21..i—1) to serve as a meaningful

intermediate step to reach y ~ pg°T(y]x, 21.m)-
3. Self-consistency with CoT (CoT-SC): k i.i.d. samples
[z&,),n,y(")] ~ p§°T(21..n, y|7), and return most frequent

output arg max, #{ily® =y}
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(a) Input-Output  (c) Chain of Thought  (c) Self Consistency (d) Tree of Thoughts (ToT)
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Figure 1: lllustration of various approaches in problem solving



Tree of Thoughts (ToT)

ToT frames a problem as a search over tree, where each node of a
tree is a state s = [z, z1..;] or partial solution to the problem.



Tree of Thoughts (ToT)

1. Thought decomposition
Unlike CoT, which sequentially sample thoughts without explicit
decomposition, ToT design problem-specific decomposition.

| Game of 24 Creative Writing 5x5 Crosswords
Input \ 4 numbers (4 9 10 13) 4 random sentences 10 clues (h1. presented;..)
Output An equation to reach 24 A passage of 4 paragraphs ~ 5x5 letters: SHOWN;
(13-9)*(10-4)=24 ending in the 4 sentences ~ WIRRA; AVAIL; ...
Thoughts | 3 intermediate equations A short writing plan Words to fill in for clues:
(13-9=4 (left 4,4,10); 10- (1.Introduce a book that (hl.shown; v5.naled; ...)
4=6 (left 4,6); 4%6=24) connects...)
#ToT steps | 3 1 5-10 (variable)

Figure 2: Task overview



Tree of Thoughts (ToT)

2. Thought generator G(py, s, k)

> Sample: k i.i.d. samples 2() ~ p§°T(2;11]s)

» Good when search space is rich
» ex. Creative writing
P> Propose: generate thougths sequentially using " propose
prompt”
» Good when search space is constrained
» ex. Crosswords, Game of 24



Tree of Thoughts (ToT)

3. State evaluator V (py, S)
Use LLM py (mulitple times) to reason about the state s
> Value: V(pp,S)(s) ~ plue(v]s)
> score : scalar value or classification (ex. sure/likely/impossible)
» few lookahead simulation and commonsense
» Vote: V(pyg,S)(s) = 1[s = s*], where "good” state
S* — p\éote(s*|s)
» Use when direct evaluation is hard
» similar to multi-step self-consistency strategy



Tree of Thoughts (ToT)

4. Search algorithm
1. Breadth-first search
2. Depth-first search



Tree Search Algorithms

Breadth-First Search (BFS)
def BFS(G: graph, VO: root, Vt: target):
Q = Queue()
Q.append (VO)
VO.visited = True
while len(Q) '= 0:
V = Q.dequeue()
V.visitied = True
if V == Vt:
return
else:
for v in V.children():
if not v.visited:
Q.enqueue(v)



Tree Search Algorithms

Depth-First Search (DFS)

def DFS(G: graph, V: root, Vt: target):

V.visited = True
if V == Vt:

return
else:

for v in V.children():

if not v.visited:
DFS(G, v, Vt)



Tree of Thoughts (ToT)

Algorithm 1 ToT-BFS

1. Given:
Input x, LLM py, thought generator G, size limit k, state
evaluator V, step limit T, breadth limit b

2: Sy {x}

3 fort=0,1,--- ,7 do

4: S; « {[s,z]|s € Si—1,21 € G(pg,s,k)} > kb candidates
5: Vi V(pg,Sé)

6: St 4= argmaxgcgr 5= D_ses Vi(S) > b candidates
7: end for

8:

return G(py, argmax,cg,. Vr(s),1)




Tree of Thoughts (ToT)

Algorithm 2 ToT-DFS

1. Given:
Current state s, step t, LLM py, thought generator G, size

limit k, state evaluator V, step limit T', threshold vy,
if ¢ > T then record G(py, s,1)

end if

for s’ € G(pg, s, k) do
if Vp,{s'})(s) > vy, then DFS(s’, t+1) > check plausibility
end if

end for

N g kr N




Tree of Thoughts (ToT)

Benefits
» Generality: previous methods are special case of ToT

» Modularity: each modularized compartment (thought decomp,
thought gen, state eval, search alg) can be modified individually

> Adaptability: different problem settings, LMs, resource
constraint can be used

» Convenience: no extra training



Experiments

Game of 24: use given 4 numbers to obtain 24 with basic
arithmetic operations (ex. (10 —4) * (13 —9) = 24)

(a) Propose Prompt

Possible next steps:

(b) Value Prompt

Evaluate f given numbers can
reach 24 [sureflikely/mpossible)
1014:10 +14 = 24. sure.

101313

Figure 3: Game of 24

» Thought decomposition: 3 steps

» Thought generator: " propose” prompt

Thought Generation
| Tougnt Senexation |

4+9-T3(efc 101313

Input: 491013 LM ——> 10-4=6(eft6913)

Thought Evaluation
(13-10]"13-3"13-39

LM —— 10+13+13=3 Thereis noway

to obtain 24 with these big
numbers. impossible

> State evaluator: LLM evaluate each thought as
sure/maybe/impossible
» Search algorithm: BFS



Experiments

Game of 24

Method Success
10 prompt 7.3%
CoT prompt 4.0%
CoT-SC k=100) 9.0%
ToT (ours) m=1) 45%
ToT (ours) ®=5) 74%
10 + Refine k=100 27%
1O (bestof 100) 33%
CoT (best of 100) 49%

(a) Success rate with nodes visited

06

04 //

02 — 10 (bestof k)
~—— CoT (best of k)
=== ToT (b=1..5)

0 25 50 75 100

(b) Samples failed at each step

= CoT
- ToT (b=5)

‘ll- H_H -
1 2

3 4 Correct

Figure 4: Game of 24 results



Experiments

Creative writing;:
one of the given 4

Passage Passage
1 2

write 4 short paragraphs where each ends with
sentences.

Wiite a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be:1. It isn't
(a) difficult to do a handstand if you just stand on your hands. 2.It caught him off guard that space smelled of
Input e stesk 3. When shedidnt ke a quy whowas trying topickher upshe stated using sign nguage 4.
Each person who knows you hasa different perception of who you are.

Plnl  ——————— Plan2 . Pan35

1 Introduce and explain the technique 1. Introduction to an unusual self-help book,
(b) of doing a handstand 2. Suitch to a mentioning a handstand as a metaphor for

Plans bo first time in s 2
space 3. Descibe a situation where a things learned from astronauts,including the smell of
‘woman uses sign language to avoid space. 3. Describe awoman's clever tactic for avoiding
unwanted attention 4. The final unwanted attention at a bar. 4. Contemplate how
par how everyone has F oneself
different perceptions of others identity.

T 5 votes

c)

in detail: Choice 1 tolacka
Votes clear connection between the paragraphs (.} Choice 2offers an interesting perspective by using the
required end the theme of

self-improvement and embracing challenges, making for a coherent passage. | | The best choice is 2.

Figure 5: Creative writing

» Thought decomposition: 2 steps

» Thought generator: sample k plans
> State evaluator: LLM voting
» Search algorithm: BFS



Experiments

Creative writing

(a) GPT-4 coherency scores (b) Human coherency comparison
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+refine +refine CoT > ToT Similar ToT > CoT
Figure 6: Creative writing results

Evaluation

» GPT-4: make GPT-4 to give 5 independent 1~10 scalar scores,
and report average

» Human: empoly authors to judge between two outputs

Refine: iteratively ask LLM to refine the passage if it is not perfectly
coherent.



Experiments

Mini crosswords: 5x5 mini crosswords

tasks Input Clues (@)
motor (DbFs )
,,,,, Thought Proposals Order
salon h2.motor h4. salon (sure) aggregate |  h4. salon
""" V5. srdry (low) h3 gralmd
= — = —_—— v3.string (high) V3. string
I hltasks | e
o
| Toackirack) State Evaluator (over each clue)
| )\ I v3. Pretentious; flowery: _____ sure
| h3.grand h4.salon 1 V1. To heap:tm_s_ | impossible

| A& (subtree pruned) I

| v5. Desiccator; more dry: sr_n_ .| maybe ]

Figure 7: Mini crosswords

» Thought decomposition: at most 10 steps

» Thought generator: " propose” prompt to come up with
candidates and its confidence level

» State evaluator: LLM evaluate whether each proposal or not
» Search algorithm: DFS



Experiments

Mini crosswords

Method Success Rate (%)
Letter Word Game
10 387 14 0
CoT 406 156 1
ToT (ours) | 78 60 20
+best state | 82.4 67.5 35
-prune 654 415 5
-backtrack | 54.6 20 5

Figure 8: Mini

crosswords results



Thank You

Q& A



